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Abstract. Consider a linear program (LP) with uncertain objective coefficients, for which we
have a Bayesian prior. We can collect information to improve our understanding of these coefficients,
but this may be expensive, giving us a separate problem of optimizing the collection of information to
improve the quality of the solution relative to the true cost coefficients. We formulate this information
collection problem for LPs for the first time and derive a knowledge gradient policy which finds the
marginal value of each measurement by solving a sequence of LPs. We prove that this policy is
asymptotically optimal and demonstrate its performance on a network flow problem.
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1. Introduction. Consider the standard form of a linear program (LP), given
by

(1.1)
V (c) = maxx cTx

s.t. Ax = b,
x ≥ 0,

and suppose that the vector c of objective coefficients is unknown. However, we have
certain initial information about the problem that allows us to construct a Bayesian
prior around c. Thus, we view c as a random variable whose distribution represents
the uncertainty in our beliefs. We also have the ability to make noisy measurements of
individual coefficients of c. Each measurement provides new information that can be
used to update and improve our beliefs about the objective coefficients. Measurements
are assumed to be time-consuming and expensive; we can choose any coefficient to
measure at any time, but the total budget allocated for measurements is finite. How-
ever, our beliefs about different coefficients may be correlated, meaning that a single
measurement could potentially provide useful information about more than one com-
ponent of c. Our problem is to determine which coefficients to measure in order to
come as close as possible to the optimal solution of the true LP in (1.1). Our decision
at each time step is informed by what we have learned from prior measurements.

In general, optimal learning problems [44] arise when we are faced with an opti-
mization problem with unknown parameters, but we are able to learn the values of
these parameters through experiments. The present paper assumes that the original
optimization problem is an LP and studies the efficient collection of information when
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this underlying LP has unknown objective coefficients. Examples of linear program-
ming problems potentially involving optimal learning include the following:

1. Logistics. Network flow models are used to design shipment routes and sched-
ules in supply chain management [24]. In global operations, such models are
subject to much greater uncertainty about the reliability of suppliers in devel-
oping economies [52,53]. Signing a contract with a vendor allows us to learn
about the vendor’s service reliability through the costs we incur. Trying one
vendor may teach us about other vendors in the same region (e.g., delays may
be due to transportation and infrastructure problems).

2. Marketing and production. A production problem can be written as an LP
maximizing profit subject to resource constraints. The profit margins for
new products are uncertain, and the exact optimal production strategy is
unknown. However, we can run test markets (see [14] and the references
therein on testing methods and strategies) to obtain improved estimates for
some products. Each test market costs both time and money, and so only a
small number of tests can be conducted.

3. Agriculture. In agricultural planning, linear programming can be used to
obtain optimal crop rotations [18, 30]. The exact yield from planting certain
fields is unknown, though prior estimates can be constructed via regression
techniques on historical data. We can obtain new information through soil
analysis on different fields. In particular, if analysis of one field suggests that
crop yields there may be higher than expected, we might believe that crop
yields from nearby fields also may be higher.

The basic idea of an LP with stochastic parameters has been studied in operations
research since [15] and the early theoretical work in [31,40]. This problem has also been
considered by the closely related field of stochastic programming; see [39], [34], [9],
or [46] for an introduction. However, stochastic programming typically adopts the phi-
losophy of classical stochastic optimization, with a fixed distribution for the unknown
parameters. Once a distribution is specified, the solution is often approximated; see,
e.g., [8] for a formulation where the problem is solved repeatedly over many time
periods. By contrast, we allow the distribution of the unknown parameters to evolve
over time due to the additional dimension of sequential learning.

Sequential optimal learning has been widely studied, but mostly for very simple
underlying optimization models. In ranking and selection [3, 36, 37] and multiarmed
bandit problems [2,5,26], there is a finite set of alternatives with unknown values, and
the optimization consists of simply choosing the alternative with the highest value.
More recent work such as [35] uses an empirical approach to weigh statistical and
optimization considerations. A recent study in [48] considers a learning problem with
a more complex optimization component, namely a shortest-path problem on a graph.
Essentially, this is a special case of the problem posed in this paper: we now measure a
single objective coefficient with the goal of learning about the optimal solution to the
entire LP. We also use a more general learning model incorporating correlations into
the Bayesian belief structure. Our goal is to bridge classical mathematical program-
ming with optimal learning through a rigorous formula relating the value of learning
about c to our eventual decision in the LP.

We approach the problem using the method of knowledge gradients (KG), origi-
nally developed in [28] and [29] and later studied in [20], in the context of the simple
ranking and selection problem. In this approach, each measurement is chosen to
maximize the expected value of information that can be collected at a given time
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1346 ILYA O. RYZHOV AND WARREN B. POWELL

step. The initial work on the KG method considered ranking and selection with
independent Gaussian priors. It was found, however, that the KG concept can be
used as a general methodology for learning problems, potentially involving more com-
plicated statistical models such as unknown measurement noise [12], correlated be-
liefs [21], and linear belief models [42]. Other learning problems where KG algorithms
have been studied include multiarmed bandits [47, 49], information collection on a
graph [48], and Markov decision processes with unknown transition probabilities [50].

In the problem of learning in an LP, the KG algorithm consists of measuring
the objective coefficient that yields the greatest expected improvement in our beliefs
about the optimal value of the LP. Thus, the primary computational challenge is to
find the expected value of the future LP that we will obtain after the measurement
is completed. Conditionally, this future problem can be written as a parametric LP
with a single stochastic parameter. Parametric linear programming typically considers
deterministic problems [1,22,41], but the problem of computing the expectation can be
viewed from the perspective of LP sensitivity analysis. Much of the work in sensitivity
analysis (e.g., [32, 54]) concerns itself with finding a range in which a single optimal
solution will remain optimal. We adapt the technique of [25] to compute the exact
expected value of the parametric LP. This computation requires us to solve a sequence
of LPs; the computational cost is potentially high, although numerical results suggest
that exact computation adds significant value over approximations.

This paper makes the following contributions. (1) We present a new class of op-
timal learning problems, where information is sequentially collected to improve a
Bayesian belief about the optimal value of an LP. We use a multivariate Gaussian
learning model which allows a single measurement to provide information about mul-
tiple unknown parameters of the LP. Section 2 describes this model. (2) We derive in
section 3 a KG algorithm for this problem class. The algorithm computes the expected
value of information exactly, through an elegant synthesis of concepts from optimal
learning, stochastic linear programming, and sensitivity analysis. (3) We prove in sec-
tion 4 the asymptotic optimality of the KG algorithm as the number of measurements
becomes large. (4) We present in section 5 numerical examples demonstrating the
performance of the algorithm on a minimum-cost flow problem.

2. Mathematical model. We assume that the feasible region A defined by
Ax = b and x ≥ 0 is bounded. The optimal value of the LP in (1.1), for a fixed
M -vector c of objective coefficients, is denoted by V (c). Also let x∗ (c) represent the
optimal solution of the LP, that is, the value of x that achieves the value V (c). If
there are multiple optimal solutions, we can let x∗ (c) be an arbitrary point in this
set without loss of generality. The dual of the LP is given by

(2.1)
V (c) = miny bT y

s.t. AT y − s = c,
s ≥ 0.

By strong duality, the optimal value of the dual for fixed c remains V (c). We can
let y∗ (c) and s∗ (c) represent the optimal dual solution as a function of the objective
coefficients.

Denote by ctrue the true objective function, which is unknown to us. We adopt
the Bayesian philosophy and take ctrue to be a random vector whose distribution
reflects the decision-maker’s beliefs and uncertainty about the objective coefficients.
We begin with a multivariate Gaussian prior on ctrue, given by ctrue ∼ N (

c0,Σ0
)
.

We can improve these estimates by making N sequential measurements of individual
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objective coefficients. When we choose to measure the jth coefficient, we make a
noisy observation ĉj ∼ N (

ctruej , λj

)
of its true value. Here, ctruej denotes the jth

component of ctrue. We assume that the measurements are conditionally independent
given the sequence of measurement decisions j0, . . . , jN−1. We also assume that the
noise variance λj is known but can depend on j.

Each observation is used to update our beliefs about ctrue. Denote by Fn the
sigma-algebra generated by our first n choices of individual components of ctrue, as
well as the observations we made as a result. Because the measurements and our prior
beliefs all follow Gaussian distributions, the conditional distribution of ctrue given Fn

is also multivariate Gaussian [16]. Let En = E (· | Fn) represent the conditional expec-
tation operator given Fn. Then, we can define a vector cn = E

n (ctrue) representing
our beliefs about ctrue “at time n,” that is, immediately after exactly n measurements
have been made. Similarly, let Σn denote the conditional covariance matrix of ctrue

at time n. It can be shown [21, 23] that

cn+1 = cn +
ĉn+1
jn − cnjn

λjn +Σn
jnjn

Σnejn ,(2.2)

Σn+1 = Σn − Σnejne
T
jnΣ

n

λjn +Σn
jnjn

,(2.3)

where jn is the (n+ 1)st coefficient chosen for measurement, and ejn is a vector of
zeros with only the jnth entry equal to 1. In (2.2) and (2.3), and further on throughout
the paper, cnj denotes the jth component of the vector cn, whereas Σn

i,j refers to the
(i, j)th entry of the matrix Σn.

In practice, λj is not known and would have to be estimated from data (perhaps
in a first stage of sampling). However, within our learning algorithm, assuming λj to
be known greatly simplifies computation while retaining the key feature of correlated
beliefs and greatly increasing the power of a single measurement. Current work on
learning with unknown sampling noise [11,12] is mostly limited to independent beliefs.

Because we start with a multivariate prior, with correlations in our beliefs, a single
measurement can potentially change our beliefs about the entire objective vector.
Together, the vector cn and the matrix Σn completely characterize our distribution
of belief at time n. We can refer to these parameters as the knowledge state

kn = (cn,Σn) .

If we choose to measure the jth coefficient at time n, we can write

kn+1 = Kmodel
(
kn, j, ĉn+1

j

)
,

where the transition function (or “system model”) Kmodel is described by (2.2) and
(2.3). The knowledge state encodes all the information that is available to us when
we make our measurement decision at time n.

As in [48], our problem can be divided into two phases. First, in the learning
phase, we sequentially make measurement decisions j0, . . . , jN−1. A learning policy π
is a sequence of decision rules Jπ,0, . . . , Jπ,N−1, where each Jπ,n is a function mapping
the knowledge state kn to an index in the set {1, . . . ,M}. Thus, a policy tells us what
to measure in any possible circumstance. After all N measurements have been made,
we must commit to a final decision (e.g., production strategy or agricultural plan)
based on our final beliefs kN . This is known as the implementation phase. This final
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1348 ILYA O. RYZHOV AND WARREN B. POWELL

implementation decision is represented by a function χ mapping the final knowledge
state kN to a point in the feasible region A. Since χ is also a rule for making decisions
rather than a fixed decision, we refer to it as an implementation policy.

We assume that the decision-maker is risk-neutral and seeks to maximize the value
of the implementation decision in expectation. This objective (not to be confused with
the objective function of the underlying LP) can be written as

(2.4) sup
π

sup
χ

E
π
(
ctrue

)T
χ
(
kN
)
.

The notation E
π denotes a conditional expectation given that jn = Jπ,n (kn) for all

n; that is, the policy π is used for each measurement. The implementation policy

is chosen to maximize the expectation of the true objective value (ctrue)
T
χ over all

possible outcomes of kN and ensuing implementation decisions χ
(
kN
)
.

Risk-neutrality is a standard assumption in optimal learning models [13, 16, 26],
which often use a dynamic programming formulation to characterize the optimal pol-
icy. We retain the same assumption and focus on integrating linear optimization into
this framework. Under risk-neutrality, (2.4) can be simplified by replacing the imple-
mentation policy χ

(
kN
)
with x∗ (cN), the solution obtained by simply plugging our

final beliefs cN into (1.1). The value of the LP with objective vector cN is generally
not the same as the expected value of the stochastic LP with the true objective vector
ctrue; see [40] for a study of this issue and some conditions under which equality does
hold. In our setting, these quantities are equal in expectation over the outcomes of
the measurements under the same learning policy. At the final time N , the solution
x∗ (cN) is the best possible implementation decision: by maximizing our final guess
of the optimal value, we also maximize (in expectation) the true objective value.

Theorem 2.1. supπ supχ E
π (ctrue)

T
χ
(
kN
)
= supπ E

πV
(
cN
)
.

The proof is technical in nature and can be found in the appendix. Due to
Theorem 2.1, the problem formulated in (2.4) reduces to choosing a policy π for
making measurements during the learning phase, and (2.4) can be rewritten as

(2.5) sup
π

E
πV
(
cN
)
.

Our next result allows us to place a global upper bound on the objective value in
(2.5). This bound will be used later in section 4 to show the asymptotic optimality
of the KG policy proposed in section 3.

Proposition 2.2. For all n and all knowledge states kn = (cn,Σn),

(2.6) V (cn) ≤ E
nV
(
ctrue

)
almost surely.

Proof. The optimal value function V is convex in c (concave for minimization
problems; see, e.g., [33], Lemma 5). Applying Jensen’s inequality together with the
definition of cn, we obtain

V (cn) = V
(
E
nctrue

) ≤ E
nV
(
ctrue

)
,

as required.
Corollary 2.3. For all π,

E
πV
(
cN
) ≤ EV

(
ctrue

)
,

giving a global upper bound on the objective value achieved by any policy.
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Proof. Taking the expectation of both sides of (2.6) yields EπV
(
cN
) ≤ E

πV (ctrue)
for any policy π. However, ctrue does not depend on the policy π, whence EπV (ctrue) =
EV (ctrue) for all π, and the desired result follows.

The optimal learning policy π∗ that maximizes (2.5) can be characterized using
dynamic programming notation. The objective value achieved by following the opti-
mal learning policy from time n onward can be described using a form of Bellman’s
equation [4] adapted for learning problems, given by

V∗,n (kn) = max
j

E
n
j V∗,n+1

(
Kmodel

(
kn, j, ĉn+1

j

))
,(2.7)

V∗,N (kN) = V
(
cN
)
.(2.8)

The notation E
n
j denotes an expectation given Fn and the decision to measure the jth

coefficient at time n. If there are no measurements remaining, we make the optimal
implementation decision x∗ (cN). Otherwise, we make the decision that puts us in
the best position for following the optimal policy starting at time n+ 1.

Although it is conceptually useful to characterize the optimal learning policy in
this way, the dynamic program given by (2.7) and (2.8) is computationally intractable,
because the knowledge state kn is multidimensional and continuous. In the next
section, we propose a heuristic learning policy that yields a computable algorithm.

3. The knowledge gradients algorithm. The KG concept was originally ad-
vanced in [29] and later developed in [10,11,20] for the ranking and selection problem.
The KG approach consists of a one-period look-ahead, viewing each time period as
if it were the last, and making the measurement that would be optimal under those
circumstances. In our problem, the optimal measurement decision at time N − 1 is
given by

(3.1) J∗,N−1
(
kN−1

)
= argmax

j
E
N−1
j V

(
cN
)
.

Equivalently, (3.1) can be written in terms of the difference

J∗,N−1
(
kN−1

)
= argmax

j
E
N−1
j

(
V
(
cN
)− V

(
cN−1

))
,

because V
(
cN−1

)
is FN−1-measurable and has no effect on the argmax.

The KG decision rule is given by

(3.2) JKG,n (kn) = argmax
j

νKG,n
j ,

where

(3.3) νKG,n
j = E

n
j

(
V
(
cn+1

)− V (cn)
)
.

Under the KG policy, we always measure the coefficient that yields the greatest ex-
pected improvement between our current estimate V (cn) of the optimal LP value,
and the future estimate V

(
cn+1

)
that will result from the measurement. The term

“knowledge gradient” arises because the expected improvement is written as a dif-
ference. Observe that, by definition, the KG policy is the optimal learning policy if
N = 1. Also note that JKG,n depends only on n through kn, and thus we can drop
the time index n from the decision rule.

At time n, the quantity V (cn) can be found by solving a deterministic LP with
objective vector cn. However, the quantity E

n
j

(
V
(
cn+1

))
is the expected value of a

with stochastic parameters, since cn+1 is random at time n. The remainder of this
section explains how this quantity can be computed exactly.
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3.1. Derivation. From [21], we know that the conditional distribution of cn+1,
given Fn as well as the decision to measure j at time n, can be expressed by the
equation

cn+1 = cn +
Σnej√
λj +Σn

jj

· Z,

where Z ∼ N (0, 1). Thus, we can write

E
n
j V
(
cn+1

)
= EV

(
cn +

Σnej√
λj +Σn

jj

· Z
)
.

For a fixed value z of Z, the expression inside the expectation can be rewritten as

(3.4)
V
(
cn + zΔcnj

)
= maxx

(
cn + zΔcnj

)T
x

s.t. Ax = b,
x ≥ 0,

where

Δcnj =
Σnej√
λj +Σn

jj

.

The LP in (3.4) is a perturbed version of (1.1). The perturbation is random (and
follows a standard normal distribution), and the expected value of the perturbed LP
is given by

EV
(
cn + ZΔcnj

)
=

∫ ∞

−∞
V
(
cn + zΔcnj

)
φ (z)dz

with φ being the standard normal PDF. Now observe that∫ ∞

−∞
V
(
cn + zΔcnj

)
φ (z)dz =

∫ ∞

−∞

(
cn + zΔcnj

)T (
x∗ (cn + zΔcnj

))
φ (z)dz.

The quantity
(
cn + zΔcnj

)T (
x∗ (cn + zΔcnj

))
is a piecewise linear function of z. This

is discussed in [25], but can also be seen from the following. If z is inside a cer-
tain range, the optimal solution x∗ (cn + zΔcnj

)
will remain the same, and the value(

cn + zΔcnj
)T (

x∗ (cn + zΔcnj
))

will be linear in z within that range. Figure 3.1 gives
an example in two dimensions. The dashed lines represent the level curves of the
objective function. Varying z has the effect of rotating these curves. For small values
of z, the tangent point does not change; it will only change once the perturbed level
curves become parallel to one of the faces of the feasible region.

The value of z for which x∗ (cn + zΔcnj
)
does not change is known as the invariant

support set. Thus, the expectation EV
(
cn + ZΔcnj

)
can be rewritten as a sum of

integrals over all possible invariant support sets. We can let −∞ = z1 < z2 < · · · <
zI = ∞ be a finite set of points such that x∗ (cn + zΔcnj

)
is constant for z ∈ (zi, zi+1).

Let xi be the optimal solution of the LP for z ∈ (zi, zi+1). Then,

EV
(
cn + ZΔcnj

)
=
∑
i

∫ zi+1

zi

(
cn + zΔcnj

)T
xiφ (z)dz
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Fig. 3.1. Example of an LP with two decision variables x1 (horitonal axis) and x2 (vertical
axis), with a polyhedral feasible region (shaded). The dashed lines represent level curves of the
perturbed objective function for two different values of z. The optimal solution (circled) remains
constant for a range of values of z.

=
∑
i

(cn)
T
xi

∫ zi+1

zi

φ (z) dz +
∑
i

(
Δcnj

)T
xi

∫ zi+1

zi

zφ (z)dz(3.5)

=
∑
i

(cn)T xi (Φ (zi+1)− Φ (zi)) +
∑
i

(
Δcnj

)T
xi (φ (zi)− φ (zi+1))(3.6)

with Φ being the standard normal CDF. The first sum in (3.5) requires integrating
the density of z over intervals, yielding the differences Φ (zi+1)− Φ (zi) in (3.6). The
second sum in (3.5) can be computed by observing that

∫∞
zi

zφ (z) dz = φ (zi).

The sum of integrals in the first line of (3.6) recalls a similar expression in [31],
though that study did not consider the issue of computation. We can write this more
concisely as

EV
(
cn + ZΔcnj

)
=
∑
i

ai (Φ (zi+1)− Φ (zi)) + bi (φ (zi)− φ (zi+1)) ,

where ai = (cn)
T
xi and bi =

(
Δcnj

)T
xi. Using the analysis of [21], we can rewrite

this as

EV
(
cn + ZΔcnj

)
=
(
max

i
ai

)
+
∑
i

(bi+1 − bi) f (− |zi|) ,

where f (z) = zΦ (z) + φ (z). Now observe that maxi ai = maxi (c
n)

T
xi. For any

value of z, including z = 0, we can find i such that the point xi maximizes cn + zΔcnj
over the feasible region. Taking z = 0, this means that there is a point xi satisfying
xi = argmaxx∈A (cn)

T
x, whence

max
i

(cn)
T
xi = max

x
(cn)

T
x = V (cn) ,

whence (3.3) becomes

(3.7) νKG,n
j =

∑
i

(bi+1 − bi) f (− |zi|) .
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The problem of computing the KG factor of the jth coefficient thus reduces to the
problem of finding the breakpoints zi of the piecewise linear function, as well as the
corresponding optimal solutions xi. We now present an algorithm for finding these
quantities.

3.2. Computation. We will compute the breakpoints zi iteratively by starting
with x∗ (cn), the optimal solution to (3.4) when z = 0, and solving two sequences of
LPs, one where z increases from zero, and one where z decreases. We construct these
sequences by adapting the procedure developed for LP sensitivity analysis by [25].

The easiest way to visualize the procedure is to interpret it as moving along a
sequence of adjacent extreme points of the feasible region A, with each extreme point
xi being optimal for z ∈ (zi, zi+1). For greater clarity, let us suppose that all LPs
in this section are solved using the simplex method, so that the optimal solution will
always be a corner point. At the end of this section, we will briefly discuss how this
supposition can be relaxed. For now, however, we simply note that it is not necessary
for the algorithm and is included purely to make our presentation clearer.

We also note that all computations described in this section are made at time n.
While cn = E

nctrue is a random vector, it is Fn-measurable, and so its exact value is
known at time n. Thus, our algorithm views cn as a deterministic quantity.

Recall that x∗ (cn) solves (3.4) for z = 0. First, we determine whether zero is
itself a breakpoint of the piecewise linear function. This can be done by solving two
LPs,

(3.8)

z− = miny,s,z z
s.t. AT y − s− zΔcnj = cn,

x∗ (cn)T s = 0,
s ≥ 0,

and

(3.9)

z+ = maxy,s,z z
s.t. AT y − s− zΔcnj = cn,

x∗ (cn)T s = 0,
s ≥ 0.

It is shown in [45] that these two problems find the smallest and largest values of
z, respectively, for which x∗ (cn) is still an optimal solution of (3.4). The feasible
region in each problem merely ensures that there is a feasible solution of the dual of
(3.4) that maintains complementary slackness with x∗ (cn), meaning that x∗ (cn) is
optimal. If z− < 0 < z+, then zero is not a breakpoint, but the numbers z−, z+ are.
In this situation, cn corresponds to the tangent line in Figure 3.1.

We will now build one sequence of breakpoints monotonically decreasing from z−,
and another sequence monotonically increasing from z+. We handle the two sequences
separately, since one will involve minimizing z over invariant support sets, as in (3.8),
whereas the other will maximize, as in (3.9). However, this is the only difference
between the two types of computations. We first discuss the decreasing sequence,
starting with z−. As before, Figure 3.2 provides a visual aid in two dimensions.

Suppose that z− = 0. Then, zero is a breakpoint, and the level curve of cn is
tangent to a face of the feasible region, as in Figure 3.2(a). In this case, there are
multiple optimal extreme-point solutions of (3.4) at z = 0, of which one is x∗ (cn)
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INFORMATION COLLECTION FOR LINEAR PROGRAMS 1353

Fig. 3.2. Illustration of the relationship between x∗ (cn), xl (c
n) and zl (c

n). The extreme point
xl (c

n) is adjacent to x∗ (cn) and is optimal for z ∈ (zl (c
n) , 0).

itself, and another is the optimal solution to the LP

(3.10)

Vl (c
n) = minx

(
Δcnj

)T
x

s.t. Ax = b,

(s∗ (cn))T x = 0,
x ≥ 0.

Let xl (c
n) denote this point. The quantity

(
Δcnj

)T
(xl (c

n)) is precisely the left deriva-
tive of the piecewise linear function at the breakpoint z = 0. (The right derivative is
x∗ (cn) itself.) Among all the corner points that maximize (3.4) at z = 0, xl (c

n) is
located furthest in the direction of rotation of the level curves. It will continue to be
optimal for z ∈ (zl, 0) for some other breakpoint zl < 0.

This next breakpoint zl is the optimal value of the LP

(3.11)

zl (c
n) = miny,s,z z

s.t. AT y − s− zΔcnj = cn,

(xl (c
n))

T
s = 0,

s ≥ 0.

The LP in (3.11) is almost identical to that in (3.8), with the only difference being that
x∗ (cn) is replaced by xl (c

n). Figure 3.2 gives a visual illustration of the relationship
between the solutions x∗ (cn) and xl (c

n) and the breakpoint zl (c
n).

It is now clear that we can iterate (3.10) and (3.11) to find a descending sequence
of breakpoints. We replace cn by cn + zlΔcnj and x∗ (cn) by xl (c

n), then solve (3.10)
to find a new corner point, and then solve (3.11) to find the next breakpoint. The
exact details are described in step 3, Figure 3.3.

To find breakpoints greater than zero, we follow the same procedure, but we
maximize instead of minimize. If z+ = 0, then zero is still a breakpoint, and there are
still multiple optimal extreme-point solutions of (3.4) at z = 0. This time, the next
extreme point is the optimal solution to

(3.12)

Vu (c
n) = maxx

(
Δcnj

)T
x

s.t. Ax = b,

(s∗ (cn))T x = 0,
x ≥ 0.
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1354 ILYA O. RYZHOV AND WARREN B. POWELL

Fig. 3.3. Algorithm for finding the vector z̄ of breakpoints and the set x̄ of corresponding
invariant solutions.

We let xu (c
n) be the value of x that solves (3.12) and find the next breakpoint zu > 0

by computing

(3.13)

zu (c
n) = maxy,s,z z

s.t. AT y − s− zΔcnj = cn,

(xu (c
n))T s = 0,

s ≥ 0.

Step 4 of Figure 3.3 shows how this procedure can be iterated. By running the
algorithm in Figure 3.3, we will obtain a vector z̄ of the breakpoints, together with a
set x̄ containing the corresponding invariant solutions. These quantities can then be
used to compute the KG formula given in (3.7).

The algorithm is guaranteed to terminate in finite time, because there is only
a finite number of extreme points (see [6, Corollary 2.1]). Furthermore, the break-
points are already returned sorted. However, the algorithm can be computationally
expensive, requiring us to solve a sequence of LPs for every coefficient of the objective
function at every time step n. The advantage is that the KG factor νKG,n

j is computed
exactly.

We now briefly remark on the effect of allowing optimal solutions that are not
corner points. In higher dimensions, it may be possible for (3.10) and (3.12) to
produce points that are on the boundary of a face of the feasible region but not
necessarily on a corner. For example, in three dimensions, an interior-point method
may cause (3.10) to yield a point xl on the line segment connecting two corners.
However, for any such point, we can find a corner point x̄l that also optimizes (3.10),
and also the unperturbed problem, since (3.10) requires complementarity with s∗ (cn).
The constraint xT

l s = 0 in (3.11) can be replaced by
(
cn + zΔcnj

)T
xl = bTy, which

in turn can be replaced by
(
cn + zΔcnj

)T
x̄l = bT y, since (cn)

T
xl = (cn)

T
x̄l and(

Δcnj
)T

xl =
(
Δcnj

)T
x̄l by the preceding discussion. Thus, (3.11) will yield the same

solution regardless of whether or not xl is a corner point.
Observe that, in the above analysis, the procedure for calculating breakpoints

is independent of our assumptions on the prior and sampling distributions. These
assumptions come into play only when we plug those breakpoints into (3.7). This
suggests that the algorithm in Figure 3.3 could potentially be applied to other types
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INFORMATION COLLECTION FOR LINEAR PROGRAMS 1355

of prior distributions on ctrue (e.g., independent gamma priors combined with expo-
nential observations, or other conjugate learning models in [16]). However, we focus
on the multivariate Gaussian distribution because it provides an elegant and powerful
framework for modeling correlations in our beliefs.

4. Asymptotic optimality. In this section, we prove that the KG algorithm
laid out in section 3 possesses the property of asymptotic optimality. The precise
meaning of this property is given in section 4.1, along with other definitions and
preliminaries required for the proof. The proof itself is given in section 4.2. It is
based on the convergence analysis of [19]: essentially, we show that the KG policy
avoids getting “stuck” at a knowledge state where some, but not all, components of
c are known perfectly. Given infinitely many measurements, KG eventually reaches a
state where all of c is known.

For the purpose of our convergence analysis, we suppose that the feasible region
A can be written as a polyhedron in the form Ax ≤ b, x ≥ 0. We further assume that
this polyhedron has dimension M .

4.1. Preliminaries. We define the space of knowledge states as

K =
{
(c,Σ) | c ∈ R

M , Σ ∈ SM
+ , Σjj > 0 ∀j} ,

where SM
+ is the space of M×M positive semidefinite matrices. The space K includes

all possible posterior distributions at all times n. Without loss of generality, we assume
that Σ0 is a full-rank covariance matrix with Σ0

jj > 0 for all j; that is, we do not have
perfect information about any objective coefficient at the beginning. The space K
thus includes all possible mean vectors and covariance matrices that we will observe
over the course of a finite number of measurements. The closure of this space is

K̄ =
{
(c,Σ) | c ∈ R

M , Σ ∈ SM
+

}
,

which includes all possible legitimate covariance matrices Σ, including those where
Σjj = 0 for some j. Such a knowledge state can be reachable by measuring j infinitely
often.

We define convergence in the space of knowledge states as follows. Suppose that
(kn) is a sequence of knowledge states (cn,Σn) ∈ K̄, and k =

(
c(k),Σ(k)

)
is a knowl-

edge state in K̄. We say that kn → k if cn → c(k) and Σn
j,j′ → Σ

(k)
j,j′ for all j, j

′. Our
parametrization is different from the mean-value parametrization used in [19]. How-
ever, our definition of convergence in K is equivalent to convergence in the mean-value
parameters. This is because both our sampling density and our posterior density are
multivariate Gaussian and thus come from an exponential family. It is known (e.g.,
from [7]) that, for an exponential family, there is a continuous bijection between the
natural parameters of the distribution and the mean-value parameters. Thus, every
pair

(
c(k),Σ(k)

)
for k ∈ K corresponds to exactly one set of mean-value parameters.

Furthermore, a sequence in K̄ converges to a point in K̄ if and only if the correspond-
ing sequence of mean-value parameters converges to the mean-value parametrization
of the limit. For our purposes, however, it is much more convenient to work with cn

and Σn because we use these parameters to define the KG policy.
We now give the meaning of asymptotic optimality. The risk function

R (c, x) = V (c)− cTx

represents the loss incurred (for a particular choice of the objective coefficients) by
choosing x ∈ A as the implementation decision instead of solving for V (c). The work
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1356 ILYA O. RYZHOV AND WARREN B. POWELL

in [19] defines asymptotic optimality as

(4.1) lim
N→∞

E

(
min
x

E
NR

(
ctrue, x

))
= E

(
min
x

E
(
R
(
ctrue, x

) | ctrue)) ;
that is, the minimum-risk decision at time N will achieve the lowest risk possible if
ctrue is perfectly known in the limit as N → ∞. Every expectation in this section can
be assumed to be under the KG policy.

The left-hand side of (4.1) can be rewritten as

lim
N→∞

E

(
min
x

E
NR

(
ctrue, x

))
= lim

N→∞
E

(
min
x

E
NV

(
ctrue

)− (ctrue)T x
)

= lim
N→∞

E

(
E
NV

(
ctrue

)
+min

x

(
−E

N
(
ctrue

)T
x
))

= lim
N→∞

EV
(
ctrue

)− Emax
x

(
cN
)T

x

= EV
(
ctrue

)− lim
N→∞

EV
(
cN
)
.

Analogously, it can be shown that E (minx E (R (ctrue, x) | ctrue)) = 0, whence (4.1)
becomes

(4.2) lim
N→∞

EV
(
cN
)
= EV

(
ctrue

)
.

Thus, the meaning of asymptotic optimality is in line with our objective function
in (2.5). The objective value achieved by an asymptotically optimal learning policy
converges to the global upper bound in Corollary 2.3.

The last preliminaries bring concepts from [19] to our LP setting. We define three
functions:

h (kn, j) = min
x

E
nR
(
ctrue, x

)− E
n
j

(
min
x

E
n+1R

(
ctrue, x

))
,

g (kn, j) = min
x

E
nR
(
ctrue, x

)− E
n
(
min
x

E
n
(
R
(
ctrue, x

) | ctruej

))
,

ḡ (kn) = min
x

E
nR
(
ctrue, x

)− E
n
(
min
x

E
n
(
R
(
ctrue, x

) | ctrue)) .
Each function represents a decrease in risk under different conditions. The function h
is the one-period decrease in risk obtained by measuring the jth objective coefficient at
time n. The function g is the decrease in risk that would be achieved if we were given
the exact value of the jth coefficient after reaching a given knowledge state. Finally,
ḡ represents the decrease in risk achieved if we were given the exact value of ctrue.

Note that the minimum operators in the definitions of h, g, and ḡ are defining
random variables. For example, in the definition of h, let Rn+1

x = E
n+1R (ctrue, x).

For each fixed x, Rn+1
x is is a random variable. Then, R̄n+1 (ω) = minx R

n+1
x (ω)

defines another random variable R̄n+1 whose value on the sample path ω is a minimum
of the realized values Rn+1

x (ω) over the fixed feasible region.
Our last definitions relate these concepts to the notion of convergence. For each

coefficient j, let

Mj =
{
k ∈ K̄ | ∃ (kn) ⊆ K : kn → k, g (kn, j) → 0

}
be the set of all knowledge states for which we gain nothing (no decrease in risk) by
knowing the exact value of cj. Similarly, let

Bk = {j | k ∈ Mj}
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INFORMATION COLLECTION FOR LINEAR PROGRAMS 1357

be the set of all such j for the fixed knowledge state k. Finally, let

M∗ =
{
k ∈ K̄ | ∀ (kn) ⊆ K with kn → k, g (kn, j) → 0 ∀j}

be the set of all knowledge states for which nothing is gained by knowing all of c
exactly.

4.2. Main result. The work in [19] provides sufficient conditions under which
the asymptotic optimality property from (4.2) holds. We first restate these conditions
in terms of our LP problem.

Theorem 4.1. Suppose that the following conditions hold:
1. (Assumption 1 from [19]) If kn is a sequence of knowledge states with kn → k

and g (kn, j) → 0 for all j, then ḡ (kn) → 0 also.
2. (Theorem 1 from [19]) If k /∈ M∗, then k has an open neighborhood U ⊆ K̄

such that

(4.3) sup
k′∈U

P
(
JKG (k′) ∈ Bk

)
< 1.

Then, the KG policy of section 3 is asymptotically optimal in the sense of (4.2).
The first condition of Theorem 4.1 does not depend on any policy, but rather is a

regularity condition ensuring that our problem is well behaved. If, in the limit, there
is no benefit from learning the exact value ctruej of any individual coefficient j, then
there should be no benefit from learning the exact value of the entire vector ctrue at
once. The second condition, expressed in (4.3), ensures that the KG policy avoids
getting stuck measuring coefficients whose values are already known.

First condition. We now calculate

h (kn, j) = E
nV
(
ctrue

)−max
x

(cn)T x− E
nV
(
ctrue

)
+ E

n
j max

x

(
cn+1

)T
x

= E
n
j

(
V
(
cn+1

)− V (cn)
)

= νKG,n
j .(4.4)

Thus, the KG policy as defined in (3.2) and (3.3) maximizes the one-period decrease
in risk. Repeating the same computations as in (4.4), we find that

(4.5) g (kn, j) = E
n
(
max
x

E
n
((

ctrue
)T

x | ctruej

)
− V (cn)

)
.

Because ctruej is correlated with the values of other ctruej′ , we find that

E
n
((

ctrue
)T

x | ctruej

)
=

M∑
j′=1

xj′E
n
(
ctruej′ | ctruej

)

= ctruej xj +
∑
j′ �=j

xj′

(
cnj′ +

Σn
j,j′

Σn
j,j

(
ctruej − cnj′

))
.

The time-n marginal distribution of ctruej is N (
cnj ,Σ

n
j,j

)
, whence

E
n
(
max
x

E
n
((

ctrue
)T

x | ctruej

))
= E

(
max

x
xj

(
cnj +

√
Σn

j,jZ
))D
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+
∑
j′ �=j

xj′

(
cnj′ +

Σn
j,j′

Σn
j,j

√
Σn

j,jZ

)⎞
⎠

= E

⎛
⎝max

x

M∑
j′=1

cnj′xj′ + xj′
Σn

j,j′√
Σn

j,j

Z

⎞
⎠ .

It follows that

g (kn, j) = EV
(
cn + ZΔc̄nj

)− V (cn)

with Δc̄nj =
Σnej√
Σn

j,j

. Repeating the arguments of section 3.1, we find that

(4.6) g (kn, j) =
∑
i

(
b̄i+1 − b̄i

)
f (− |z̄i|) .

As before, −∞ = z̄1 < z̄2 < · · · < z̄I′ < ∞ is a finite set of points for which
x∗ (cn + zΔc̄nj

)
is constant for z ∈ (z̄i, z̄i+1), x̄i is the optimal solution of the LP for

z ∈ (z̄i, z̄i+1), and b̄i =
(
Δc̄nj

)T
x̄i.

Proposition 4.2. Suppose that kn is the current knowledge state. Then, g (kn, j) =
0 if and only if Σn

j,j = 0. Also, h (kn, j) = 0 if and only if Σn
j,j = 0.

Proof. Suppose that Σn
j,j = 0. Because the marginal distribution of ctruej given

kn is N (
cnj ,Σ

n
j,j

)
, it follows that ctruej = cnj almost surely given Fn. Consequently,

the right-hand side of (4.5) is zero.
Suppose now that Σn

j,j > 0. Then, g (kn, j) is given by (4.6). We claim that the
right-hand side of (4.6) must be strictly positive. To see this, first observe that the
function f has no zeros on the real line [48]. Furthermore, we have b̄i+1 ≥ b̄i for all i,
so the only way (4.6) can equal zero is if

M∑
j′=1

x̄i,j′Σ
n
j,j′ =

M∑
j′=1

x̄i′,j′Σ
n
j,j′

for all i, i′ ∈ {1, . . . , I ′}. It follows that

(4.7)

⎛
⎝ x̄1,1 . . . x̄1,M 1

. . . . . . . . . . . .
x̄I′,1 . . . x̄I′,M 1

⎞
⎠
⎛
⎜⎜⎝

Σn
j1

. . .
Σn

jM

−β

⎞
⎟⎟⎠ = 0

for some constant β. However, the polyhedron A is assumed to have dimension M ,
which means that it has exactly M+1 affinely independent extreme points [43]. Thus,
the matrix in (4.7) must contain an invertible (M +1)× (M +1) submatrix. Because
Σn

j,j > 0 by assumption, this submatrix cannot yield zero when multiplied by the
vector in (4.7). We conclude that g (kn, j) = 0 if and only if Σn

j,j = 0. The same
argument can be used to show that h (kn, j) = 0 if and only if Σn

j,j = 0.
We now state a technical lemma that will be used to verify the first condition of

Theorem 4.1. We use the lemma to establish certain continuity conditions on h, g,
and ḡ, which is crucial to the proof of asymptotic optimality. The proof of the lemma
is given in the appendix.
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Lemma 4.3. Let an and Bn be sequences in R
I and R

I×I′
, respectively, such that

an → a and Bn
i,i′ → Bi,i′ for all i, i′. Define

yn = Emax
i

ani +

I′∑
i′=1

Bn
i,i′Zi′ , y = Emax

i
ai +

I′∑
i′=1

Bi,i′Zi′ ,

where Z1, . . . , ZI′ are independent and identically distributed (i.i.d.) N (0, 1) random
variables. Then, yn → y.

Corollary 4.4. The function h (·, j) is continuous for all j. That is, if kn → k,
then h (kn, j) → h (k, j).

Proof. Recall that h (kn, j) = EV
(
cn + ZΔcnj

)− V (cn). Because any LP always
has a basic optimal solution, V can be rewritten as a finite maximum over extreme
points, that is,

V
(
cn + ZΔcnj

)
= max

i
(cn)

T
xi + Z

(
Δcnj

)T
xi,

which means that the expected value EV
(
cn + ZΔcnj

)
can be put in the framework

of Lemma 4.3 with I ′ = 1 and

ani = (cn)T xi, Bn
i,1 =

(
Δcnj

)T
xi.

If kn → k, it follows that cn → c(k) and Δcnj → Δc
(k)
j for Δc

(k)
j =

Σ(k)ej√
λj+Σ

(k)
j,j

, and

h (kn, j) → h (k, j) by Lemma 4.3.
Lemma 4.3 can also be applied to the functions g (·, j) and ḡ. However, in the

case where kn → k and Σ
(k)
j,j = 0, the limit Δc̄

(k)
j of Δc̄nj =

Σnej√
Σn

j,j

may be undefined.

Observe, however, that
Σn

j,j′√
Σn

j,j

≤
√
Σn

j′,j′ by the Cauchy–Schwarz inequality. Thus, in

the special case where Σ
(k)
j,j = 0 for all j, Δc̄nj → 0 and Lemma 4.3 can be applied to

show the continuity of g (·, j) at k.
We can also show that ḡ is continuous at k with Σ(k) = 0. Repeating the compu-

tation from (4.4) once more, we find that

ḡ (kn) = E
nV
(
ctrue

)− V (cn) .

Observe that the distribution of ctrue given kn can be written as cn + B̃nZ, where
Z = (Z1, . . . , ZI′) for some finite integer I ′, Z1, . . . , ZI′ are i.i.d. N (0, 1) random

variables, and B̃n is an M × I ′ matrix satisfying Σn =
(
B̃n
)(
B̃n
)T

. Again writing V

as a finite maximum over extreme points, we obtain E
nV (ctrue) = Emaxi (c

n)T xi +

ZT
(
B̃n
)T

xi. We can put this in the framework of Lemma 4.3 by letting

ani = (cn)T xi, Bn
i,i′ =

M∑
j=1

xi,jB̃
n
j,i′ .

If Σn → 0 componentwise, it follows that B̃n → 0 as well. Our proof of asymptotic
optimality relies on the continuity of g (·, j) and ḡ only at those knowledge states k
for which Σ(k) = 0.

Proposition 4.5. Suppose that kn is a sequence of knowledge states with kn → k,
and g (kn, j) → 0 for all j. Then, ḡ (kn) → 0 also.
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Proof. By Lemma 9 of [19], we know that 0 ≤ h (kn, j) ≤ g (kn, j) for all n. It
follows that h (kn, j) → 0 for all j. By Corollary 4.4, it follows that h (k, j) = 0 for

all j. Then, by Proposition 4.2, it follows that Σ
(k)
j,j = 0 for all j, whence Σ(k) = 0.

Recall that ḡ (k) = E
(k)V (ctrue) − V

(
c(k)
)
. Because Σ(k) = 0, it follows that

ctrue = c(k) almost surely, whence ḡ (k) = 0. By using the continuity of ḡ at the
particular state k, we have that ḡ (kn) → ḡ (k), as required.

Second condition. Proposition 4.5 completes our proof of the first condition
for asymptotic optimality. It remains to show that (4.3) holds for all k /∈ M∗.

Theorem 4.6. Let k /∈ M∗. Then, k has an open neighborhood U ⊆ K̄ such that

sup
k′∈U

P
(
JKG (k′) ∈ Bk

)
< 1.

Proof. Let k ∈ K̄ −M∗. There are two possibilities: either Bk = ∅, or Bk = ∅. If
Bk = ∅, then P

(
JKG (k′) ∈ ∅) = 0 for any k′, so we can take U = K̄, which is open

in itself, and (4.3) holds.
Suppose now that k is such that Bk = ∅. We argue that h (k, j) = 0 for all j ∈ Bk.

To see this, take j ∈ Bk. It follows that k ∈ Mj . Then there exists a sequence kn of
knowledge states with kn → k and g (kn, j) → 0. It follows that h (kn, j) → 0. By
the continuity of h, it follows that h (k, j) = 0.

Now define

U =

{
k′ ∈ K̄ | max

j∈Bk

h (k′, j) < min
j /∈Bk

h (k′, j)
}
.

This set is open by the continuity of h. We argue that k ∈ U . To see this, observe
that maxj∈Bk

h (k, j) = 0. Thus, the only way we can have k /∈ U is if h (k, j) = 0 for

all j. But if this were true, by Proposition 4.2 we would have Σ
(k)
j,j = 0 and g (k, j) = 0

for all j. Then, for every kn → k, we would have g (kn, j) → 0 for all j, which would
imply that k ∈ M∗ by Proposition 4.5. Thus, if k /∈ M∗, then k ∈ U .

Finally, for any k′ ∈ U , the definition of U implies that argmaxj h (k
′, j) /∈ Bk,

whence we have J
(
XKG (k′) ∈ Bk

)
= 0, and (4.3) holds. We conclude that (4.3)

holds for any k /∈ M∗.

5. Numerical examples. In many respects, the problem posed in this paper,
of allocating sequential measurements to adaptively learn about cost coefficients in an
LP, is itself fundamentally new. To our knowledge, the KG policy is the first approach
to be proposed for systematically making measurement decisions in this problem.
Thus, our objective in this section is to illustrate how systematic measurements via
KG lead us to better LP solutions than several baseline policies.

We chose to test the KG policy on a minimum-cost flow problem. This problem
class covers a wide variety of LP applications in logistics and supply chain manage-
ment, and also has the advantage that nontrivial test problems can be easily gener-
ated. For any user-specified number of nodes (supply, demand, and transshipment)
and arcs, the NETGEN framework of [38] builds a network by generating “chains”
of arcs connecting each supply node to a random number of randomly chosen trans-
shipment nodes, then connecting each chain to a random number of randomly chosen
sinks. A prespecified amount of flow is then randomly divided between the supply and
demand nodes using samples from a uniform distribution. We used this procedure to
generate a network with 50 nodes (10 supply nodes and 10 demand nodes), 100 arcs,
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Fig. 5.1. Results for heterogeneous-prior experiments: (a) opportunity costs for different poli-
cies and (b) number of distinct arcs measured by each policy.

and a total of 500 units of flow in the system. When converted to the standard form
of (1.1), this problem has 150 constraints and 200 variables.

The user’s starting prior c0 on the arc costs was set equal to the costs generated
by NETGEN (uniformly distributed integers between 1 and 10). The variance of the
prior beliefs about arc j was set to Σ0

jj = 2. The correlation coefficient of arcs i and j
was set to 0.25 if those arcs were adjacent. The correlation structure was thus based
on the physical proximity of arcs in the network. In larger networks, it may be desir-
able to consider correlation structures with multiple degrees of correlation, gradually
decreasing the correlation coefficient as the distance between two arcs increases. For
the purposes of our demonstration, we consider a simple model where correlations are
determined by adjacency only.

We used the CVX package of [27] to implement the algorithm for finding break-
points given in Figure 3.3. In our implementation, we encountered some numerical
issues. For example, the constraint s∗ (cn)T x = 0 in (3.10) and (3.12) occasionally
caused the solver to erroneously report the LP as being infeasible. In this situa-
tion, the equivalent constraint (cn)T x = (cn)T x∗ (cn) can be used for much more

stable performance [51]. Similarly, the analogous constraints xl (c
n)

T
s = 0 and

xu (c
n)

T
s = 0 in (3.11) and (3.13) can be replaced by

(
cn + zΔcnj

)T
xl (c

n) = bT y

and
(
cn + zΔcnj

)T
xu (c

n) = bT y.
To evaluate the performance of a learning policy π, we first fix a vector ctrue

representing the true values of the objective coefficients. These true values are used
to generate the measurements ĉn+1

Jπ,n(sn) when we follow the policy π at each time step.

However, the policy does not see the exact values of ctruej . After N measurements,
the opportunity cost incurred by following π is defined as

Cπ = V
(
ctrue

)− (ctrue)T x∗ (cπ,N) ,
where cπ,N is our posterior mean at time N , based on the measurements we made
according to π. This is the difference between the true objective value of the solution
x∗ (cπ,N) that is optimal according to our final beliefs under policy π, and the true
optimal value of the LP.

We considered two ways to choose ctrue. The heterogeneous-prior approach gen-
erates ctrue from the prior distribution N (

c0,Σ0
)
. This represents a situation where
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our starting estimate c0 is reasonably accurate. In the equal-prior approach, the true
objective function ctrue is generated by NETGEN (recall that these numbers are inte-
gers between 1 and 10), but all of the components of c0 are equal to 5. We thus have
less starting information; the prior gives us a rough idea of the magnitudes of the costs
but no way to distinguish between them. We conducted simulations for 100 randomly
generated cost functions of each type. In both sets of experiments, the measurement
noise λj was set to 2 uniformly for all arcs in the network. We compared the KG
policy of section 3 to three heuristics, briefly described below.

Variance optimization (variance). The variance policy always measures the arc
for which our beliefs have the highest variance. This is analogous to choosing the arc
that minimizes the expected squared error of our prior estimate from the true value
of the objective coefficient.

Approximate look-ahead using Monte Carlo simulation (MC). Due to the signifi-
cant computational cost of evaluating the expectation in (3.3), it is reasonable to ask
whether exact computation contributes value over approximate integration. The MC
policy computes (3.3) approximately by generating sample realizations Z (ω1) , . . . ,
Z (ωK) from the standard normal distribution and averaging the deterministic calcu-
lations V

(
cn +Δcnj · Z (ωk)

)
over k = 1, . . . ,K. The sample size K was chosen to

make the MC policy run for roughly the same length of time as the KG policy.

Pure exploration (explore). The pure exploration policy measures a randomly
chosen arc in each time step.

Figure 5.1(a) shows how the opportunity cost for these policies (averaged over 100
heterogeneous-prior problems) changes with the number of measurements. The KG
policy pulls ahead after about 10 measurements; there is a clear downward trend in
the opportunity cost, indicating that KG finds better solutions as the measurement
budget increases. This empirical result is in line with our asymptotic analysis in
section 4. Figure 5.1(b) shows the average number of distinct arcs measured by each
policy. KG measures fewer arcs than other policies, meaning that there are more arcs
that get measured multiple times under KG.

The MC policy exhibits generally the same behavior as KG, but with noticeable
degradation in performance due to inaccuracies from MC sampling. Increasing the
sample size can improve performance, but we found that this also greatly increased
computational cost. Although the LP sensitivity analysis procedure used by KG

Fig. 5.2. Results for equal-prior experiments: (a) opportunity costs for different policies and
(b) number of distinct arcs measured by each policy.
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can potentially visit a large number of extreme points, in practice many of these
solutions are dominated and will not achieve the maximum in (3.4) for any value of z.
Furthermore, every new solution found by the procedure is adjacent to the previous
one (as in Figure 3.2), and this structure can be exploited to speed up computation
further. Overall, we found that a small sample size K = 10 was enough to make the
MC policy run for as long as KG in this problem.

Figure 5.2 shows analogous results for the equal-prior case. Because the prior
conveys much less information about the true objective function, our initial solution

Fig. 5.3. Diagram showing decision-making at time 0 under the heterogeneous-prior setup.
Rectangles represent supply nodes; triangles represent demand nodes; ovals represent transshipment
nodes. Lines in bold indicate edges with nonzero flow according to x∗ (c0

)
. Dashed lines indicate

edges with high KG factors.
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x∗ (c0) is much worse than in the heterogeneous-prior case. This explains the offset
between KG and the other policies in the first data point (for n = 1): the prior
is so uninformative that the very first measurement contributes a big improvement.
The policies have the same general behavior as in the heterogeneous-prior case. The
MC policy lags noticeably more in the early stages, but catches up to KG more
quickly in the later stages, reflecting the intuitive idea that it is more important to
calculate the value of information exactly in the early stages, when information is most
valuable.

Last, Figure 5.3 provides intuition for how KG valuates an edge. The figure shows
a schematic of the network generated for our experiments drawn using the Graphviz
package [17]. Lines drawn in bold indicate edges with nonzero flow according to the
solution x∗ (c0), which is believed to be optimal under the prior. Dashed lines indicate
edges with the 10 largest KG factors, calculated using the initial beliefs c0 and Σ0.
Although only one of these edges is actually chosen for measurement, the figure sheds
light on the KG logic. We see that edges with high KG factors are either part of
the current shipment schedule (assigned nonzero flow under the prior), or they are
adjacent to such edges. In the latter case, a small change in our beliefs about an edge
is more likely to result in a change to the overall shipment schedule. For example,
under the prior, we ship flow through nodes 37 and 16 to satisfy demand at 45, but
we are uncertain whether this is really a good route or whether 45 should be used as
a transshipment node. Both edges between 16 and 45 are especially valuable.

These numerical examples indicate that there is a clear benefit from incorporating
the KG logic into our decision-making. The empirical evidence shown here reflects
the particular problem setting chosen for our illustration. However, we feel that these
results demonstrate that the KG algorithm proposed in this paper runs as expected
and produces successively better solutions to the underlying LP.

6. Conclusion. We have posed a new type of optimal learning problem: solving
an LP with unknown cost coefficients, given finitely many chances to learn about them
through noisy measurements. Our uncertainty about the objective function is repre-
sented by a Bayesian belief structure. We have developed a knowledge gradient (KG)
strategy for making measurement decisions efficiently. In the setting of a multivari-
ate Gaussian prior and independent Gaussian measurement errors, the KG approach
provides us with a closed-form expression for the value of information contributed by
a single measurement to our understanding of the underlying LP. This quantity can
be computed exactly by applying techniques from LP sensitivity analysis. We have
shown that this policy is asymptotically optimal, meaning that it learns the true op-
timal value of the LP as the number of measurements becomes large. Our numerical
examples show how, on average, KG gradually leads us to improve our LP solution.

We view this work as a bridge between mathematical programming and optimal
learning. Many practical optimization problems are characterized by a high degree of
uncertainty about key model parameters. Approximations are used to make decisions,
creating the risk of making a poor decision based on an inaccurate approximation. It
becomes crucial to develop intelligent, systematic strategies for balancing existing ap-
proximations with the value of new information that can improve the approximation.
This dilemma is studied in the literature on optimal learning, but typically for a very
simple underlying optimization structure. We have explored the idea of quantifying
and formalizing the value of information in a more general and complex optimization
framework, and we believe that this idea has the potential to resolve information
collection issues in many broad classes of stochastic optimization problems.
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Appendix. Proofs.

A.1. Proof of Theorem 2.1. By the tower property of conditional expectation,

sup
π

sup
χ

E
π
(
ctrue

)T
χ
(
kN
)
= sup

π
sup
χ

E
π
E
π,N

(
ctrue

)T
χ
(
kN
)

because Eπ,N conditions on π as well as FN . Because kN is FN -measurable, we have

E
π,N

(
ctrue

)T
χ
(
kN
)
= χ

(
kN
)T

E
π,N

(
ctrue

)
=
(
cN
)T

χ
(
kN
)

by the linearity of expected values. Thus, we can write

sup
π

sup
χ

E
π
(
ctrue

)T
χ
(
kN
)
= sup

π
sup
χ

E
π
(
cN
)T

χ
(
kN
)

≤ sup
π

sup
χ

E
π max

x∈A
(
cN
)T

x

= sup
π

E
π max

x∈A
(
cN
)T

x

= sup
π

E
πV
(
cN
)
.(A.1)

The second line is due to the fact that, for any outcome ω of the measurements,

(
cN (ω)

)T
χ
(
kN (ω)

) ≤ max
x∈A

(
cN (ω)

)T
x.

Thus, we can remove the supremum over χ because the expression inside that supre-
mum no longer depends on χ. For fixed π, let χ′(kN ) = x∗(cN ). Then,

E
πV
(
cN
)
= E

π
(
cN
)T

χ′ (kN) ≤ sup
χ

E
π
(
cN
)T

χ
(
kN
)
.

It follows that

(A.2) sup
π

E
πV
(
cN
) ≤ sup

π
sup
χ

E
π
(
cN
)T

χ
(
kN
)
.

Combining (A.1) with (A.2) yields the desired result.

A.2. Proof of Lemma 4.3. We define random variables

Y n = max
i

ani +

I′∑
i′=1

Bn
i,i′Zi′ , Y = max

i
ai +

I′∑
i′=1

Bi,i′Zi′

and show that Y n → Y in L1. To see this, let ε > 0 and take N such that, for all
n > N , we have |ani − ai| ,

∣∣Bn
i,i′ −Bi,i′

∣∣ < ε for all i, i′. Then, for n > N ,

E |Y n − Y | = E

∣∣∣∣∣∣max
i

⎛
⎝ani +

I′∑
i′=1

Bn
i,i′Zi′

⎞
⎠−max

i

⎛
⎝ai +

I′∑
i′=1

Bi,i′Zi′

⎞
⎠
∣∣∣∣∣∣

≤ Emax
i

∣∣∣∣∣∣
⎛
⎝ani +

I′∑
i′=1

Bn
i,i′Zi′

⎞
⎠−

⎛
⎝ai +

I′∑
i′=1

Bi,i′Zi′

⎞
⎠
∣∣∣∣∣∣
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≤ Emax
i

|ani − ai|+
∣∣∣∣∣∣

I′∑
i′=1

(
Bn

i,i′ −Bi,i′
)
Zi′

∣∣∣∣∣∣
≤ ε+ Emax

i

I′∑
i′=1

∣∣Bn
i,i′ −Bi,i′

∣∣ · |Zi′ |

≤ ε+max
i,i′′

∣∣Bn
i,i′′ −Bi,i′′

∣∣ I′∑
i′=1

E |Zi′ |

≤ ε

⎛
⎝1 +

I′∑
i′=1

E |Zi′ |
⎞
⎠ .

The random variables Zi′ are i.i.d. and integrable, whence E |Y n − Y | → 0 as n → ∞.
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eds., 2010, pp. 1088–1098.

[51] T. Terlaky, private communication, 2010.
[52] Y. Wang, Essays on Supply Risk in Global Operations, Ph.D. thesis, University of North

Carolina at Chapel Hill, Chapel Hill, NC, 2007.
[53] Y. Wang, W. Gilland, and B. Tomlin, Mitigating supply risk: Dual sourcing or process

improvement?, Manufacturing & Service Operations Management, 12 (2010), pp. 489–510.
[54] R. E. Wendell, The tolerance approach to sensitivity analysis in linear programming, Manage.

Sci., 31 (1985), pp. 564–578.

D
ow

nl
oa

de
d 

10
/2

3/
12

 to
 1

28
.1

12
.7

0.
10

3.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


